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ABSTRACT

We present a new Kernel Recursive Least Squares (KRLS) algorithm
that is able to efficiently track time-varying systems. In order to al-
leviate the detrimental effect of a large dictionary size on the algo-
rithm’s tracking ability, we decouple the equality between dictionary
size and weight vector size, an equality that has been encountered in
all previous KRLS algorithms. In the proposed method, the maxi-
mum size of the weight vector is fixed and is independent from the
dictionary size. We introduce the Kernel Subspace Pursuit algorithm
which we use to choose a subset of the dictionary that tracks best the
most recent received data samples. The selected dictionary elements
are then used in the KRLS iterations. We show through simulations
that our algorithm outperforms existing KRLS algorithms in track-
ing time-varying systems.

Index Terms— Online kernel methods, sparsification, least
squares regression, subspace pursuit, tracking

1. INTRODUCTION

In recent years, kernel methods [1] have received major attention in
areas such as machine learning and signal processing. They are pow-
erful techniques based on non-linear transformations of data into a
high-dimensional space where regression models of the transformed
data are expected to be more accurate. “Kernelized” extensions of
many well-known algorithms have been presented, including kernel
SVMs [2], kernel PCA [3] and kernel Fisher discriminant analysis
[4].

Engel et al. were the first to present in [5] a kernelized version of
the popular online recursive least squares (RLS) adaptive algorithm,
termed kernel RLS (KRLS). This algorithm is sequentially presented
with input-output pairs and iteratively calculates a linear LS regres-
sor in the high-dimensional feature space induced by the employed
kernel. As is typical with kernel-based regression methods, the num-
ber of parameters that need to be calculated to obtain the LS solution
is equal to the number of input vectors that grows without bound as
the iterations progress. To address this issue, a “sparsification” pro-
cedure is proposed in [5] to be used in conjunction with KRLS, that
forms the LS regressor using a carefully chosen subset, termed dic-
tionary, of the input vectors. The dictionary is built iteratively: an
incoming input is added to the dictionary only if its feature repre-
sentation can’t be written as an approximate linear combination of
the feature representations of the input vectors already admitted to
the dictionary. In surprise criterion (SC)-KRLS [6], Liu et al. ap-
proach the same issue from an information theoretic perspective by
adopting as the admission criterion the “surprise” which measures
how relevant the information that a new input-output pair can con-
tribute to the already accumulated “knowledge” of the learning sys-
tem is. Other algorithms such as sliding window (SW)-KRLS [7]
and fixed budget (FB)-KRLS [8] adopt a more aggressive approach

towards curbing the size of the dictionary by imposing a hard limit on
it: When the bound is reached, the oldest input vector is discarded
(SW-KRLS) or a “pruning” criterion is used to discard an element
(FB-KRLS).

In standard KRLS problems, the LS solution is given in the form
of a weighted linear combination of kernels evaluated at the input
vectors. As a result, in all previous KRLS-type algorithms, the vec-
tor consisting of those weights is of equal size to that of the dictio-
nary. This coupling of the parameter vector length to the dictionary
size introduces an interesting trade-off. While a large dictionary is
favorable as it would represent all the dynamics of the input-output
relationship over time, it has a detrimental effect on the algorithm’s
ability to track changes in that relationship; it is well known that
having to adjust a large number of weights significantly slows down
adaptation. This trade-off highlights the need to decouple the size
of the weight vector from the dictionary size and motivates the work
presented in this paper.

In this work, we introduce a new KRLS-type algorithm designed
for the specific purpose of tracking time-varying systems. Data sam-
ples are admitted to the dictionary only after passing the SC test,
however, the maximum size M of the weight vector is fixed and in-
dependent from the dictionary size. As such, we gain the best of
both worlds: on one hand, we are allowed to have a large dictionary
that can accurately represent the dynamics of the input-output rela-
tionship; on the other, the weight vector retains a limited size which
leads to an improved tracking ability. Our algorithm, when the dic-
tionary size is less than M , is identical to SC-KRLS [6]. However,
when the dictionary size exceeds M , we choose, from the dictionary
elements, the M elements that will track best the N most recent re-
ceived data samples. To this end, we extend the Subspace Pursuit
(SP) algorithm [9] to non-linear regression problems and introduce
the Kernel Subspace Pursuit (KSP).

In summary, the contributions of our work are two-fold: First,
we present an online algorithm that is capable of tracking efficiently
time-varying systems, by decoupling the dictionary size and weight
vector size, the equality between which was encountered in all pre-
vious KRLS-type algorithms. Second, to the best of our knowledge,
our work is the first to present a kernel version of the Subspace Pur-
suit algorithm and to use it in the context of tracking of time-varying
systems.

The remainder of this paper is organized as follows: In Section
2, we formulate the problem considered in this work and present
a brief overview of KRLS. In Section 3, we introduce the Kernel
Subspace Pursuit algorithm that will be used as a building block of
the proposed KRLS algorithm described in Section 4. The results
of simulations studies are presented in Section 5. Finally, Section 6
concludes the paper.
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2. PROBLEM FORMULATION AND BACKGROUND

2.1. Problem Formulation

Consider an online prediction setup where we are sequentially given
input-output pairs {(x1, y1), (x2, y2), . . .}, with xi ∈ X , for some
input space X , and yi ∈ �. Our goal is to predict yn+1 for a new
input xn+1. This is done by identifying a function f : X �→ � that
minimizes at time n the sum of squared errors given by:

L =

n∑
i=1

(f(xi)− yi)
2. (1)

2.2. Kernel Recursive Least Squares

Kernels, first introduced in [10], are functions k : X × X �→ �

that measure the similarity of two vectors in the input space X . The
class of positive definite kernels [1] is of particular interest because
kernels belonging to this class can be written in the following form:
k(x,x′) = 〈φ(x), φ(x′)〉 ∀x,x′ ∈ X where φ : X �→ H maps
input vectors fromX into a Hilbert spaceH, referred to as the feature
space, with the inner product 〈·, ·〉: H ×H �→ �. The substitution
of a high-dimensional inner product 〈φ(x), φ(x′)〉 by k(x,x′) is
commonly called the kernel trick. Learning techniques making use
of it are referred to as kernel methods.

According to the Representer Theorem [11] any minimizer f ∈
H of L in (1) admits a representation of the form

f(x) =

n∑
i=1

αik(x,xi) (2)

with αi ∈ �. The importance of this theorem is that it ensures that
the minimizer of (1) can be expressed as a finite linear combination
of kernels evaluated at the input vectors, and therefore, identifying
f ∈ H reduces to identifying the coefficients αi, i = 1, . . . , n.
Indeed, substituting (2) in (1), L can be written as

L(α) = ‖Knα− yn‖2 (3)

where yn = [y1, . . . , yn]
T , Kn is the Gram matrix of the kernel

k with entries [Kn]i,j = k(xi,xj) and α = [α1, . . . , αn]
T is

a weight vector. Minimizing the loss function (3) gives the opti-
mal vector α = (Kn)

†yn where (·)† denotes the Moore-Penrose
pseudo-inverse.

Engel et al. present in [5] an online kernel version of the RLS
algorithm, namely Kernel RLS (KRLS), which is able to recursively
solve (3). However, as the dimension of Kn and the length of α
are both n they grow without bound as the iterations progress; stor-
ing them in memory and performing computations on them soon
becomes cumbersome. Moreover, the large length of the (gener-
ally dense) vector α could lead to severe overfitting [5]. To address
this issue, a “sparsification” procedure is commonly employed in
conjunction with KRLS, that limits the size of Kn by forming it
using a carefully chosen subset, termed dictionary, of the input vec-
tors. More specifically, if we denote by Dn = [x̃1, x̃2, . . . , x̃mn ]
the dictionary at time n containing mn (out of n) input vectors,
then the Gram matrix Kn has entries [Kn]i,j = k(x̃i, x̃j), i, j =
1, . . . ,mn. The dictionary is built iteratively; each new input-output
pair is checked against an admission criterion. If the criterion is sat-
isfied the new input vector is admitted to the dictionary, otherwise it
is discarded. Of particular interest to our work are the Approximate
Linear Dependency (ALD) Criterion and Surprise Criterion (SC) de-
scribed next.

2.2.1. Approximate Linear Dependency Criterion

In ALD [5], an incoming data sample xn is added to the dictionary
only if its feature representation φ(xn) cannot be written as an ap-
proximate linear combination of the feature representations of the
vectors x̃1, x̃2, . . . , x̃mn−1 previously admitted to the dictionary,
i.e., if

δn
�
= min

a1,...,amn−1

�����
mn−1∑
i=1

aiφ(x̃i)− φ(xn)

�����
2

> ν (4)

where ν is an accuracy parameter.

2.2.2. Surprise Criterion

In [6], Liu et al. propose to use as an admission criterion the surprise
that quantifies how much information a new input-output pair con-
tains relatively to the already accumulated knowledge of the learning
system. For the nth input-output pair {xn, yn}, the surprise is de-
fined as Sn = − ln p(xn, yn|Dn−1) where p(xn, yn|Dn−1) is the
posterior probability distribution of {xn, yn} given the dictionary
Dn−1. If the new input-output pair results in a small value for the
surprise, it is deemed redundant, and so, it is not added to the dictio-
nary. For KRLS, the surprise criterion is given by: Sn = 1

2
ln δn +

(yn−kT
nαn)2

2δn
where δn is the ALD measure, αn is the weight vector

that solves (3) and [kn−1]i = k(x̃i,xn) where i = 1, . . . ,mn−1.
The details of the derivation of Sn for KRLS can be found in [6].

3. KERNEL SUBSPACE PURSUIT

Subspace Pursuit (SP) was first introduced by Dai et al. in [9] in the
context of compressive sensing (see also [12] for a similar method).
It was originally proposed as an iterative method for the reconstruc-
tion of an unknown sparse signal from a set of linear measurements.
In essence, SP is a low complexity method to obtain LS solutions
with a pre-specified sparsity level.

In this section, we extend SP to non-linear regression problems
and introduce Kernel SP (KSP) in the spirit of Kernel Matching Pur-
suit [13] and Kernel Basis Pursuit [14].

Consider again the setup introduced in Section 2.1. Let Dn =
[x̃1, . . . , x̃mn ] be the dictionary containing a subset of input vectors
up to time n. As in KRLS, we are interested in obtaining a minimizer
of (1) of the form f(x) =

∑mn
i=1 αik(x, x̃i) but we now add the

constraint that the vector of coefficients α = [α1, . . . , αmn ]
T is

M -sparse, i.e., it contains exactly M non-zero coefficients.

Let Gn be the mn × n Gram matrix obtained by evaluating the
functions k(·, x̃i), i = 1, . . . ,mn at the input vectors x1, . . . ,xn,
i.e.,

[Gn]i,j = k(x̃i,xj). (5)

Using Gn, we can formulate the constrained minimization of (1)
considered here as:

min
α
‖Gnα− yn‖2 s.t. α is M − sparse. (6)

Denote by GT , with T being a set of column indices, the matrix
consisting of the columns of Gn with indices in T (to simplify pre-
sentation, for the rest of this section we will drop the subscript n of
Gn). Then (6) can be rewritten as

min
a∈RM ,T

‖GTα− yn‖2 s.t. cardinality of T is M. (7)
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KSP solves (7) by, initially selecting the M columns of G that ex-
hibit the highest correlation with the vector yn, and then iteratively
refining this set by discarding and adding columns. The refinement
process is carried out by retaining “informative” columns of G, i.e.,
the columns of G that better approximate yn, and discarding the
less informative ones. In particular, at a given iteration, we begin
by computing the correlation vector between G and the approxima-
tion error of yn from the previous iteration (called the residue), and
identifying the columns of G that correspond to that vector’s M el-
ements with the largest magnitudes. The new set of M columns is
then merged with the set of columns of the previous iteration’s ap-
proximation. We then project yn onto the span of the columns of
G in the merged set and we obtain a new set of indiced, say T̃ , by
identifying the columns corresponding to the M largest magnitude
projection coefficients. Finally, a new LS estimate of yn, ŷn, is ac-
quired by projecting the vector yn onto the span of the columns of
GT̃ :

ŷn = proj(yn,GT̃ ) := GT̃G
†
T̃
yn. (8)

and a new residue is obtained as yn − ŷn. Algorithm 1 summarizes
KSP.

Algorithm 1 Kernel Subspace Pursuit Algorithm

Input: M , yn, D.
Initialization:

Compute G using (5).
T0 = {Indices of the M largest magnitude entries in the vector

Gy}
r0 = yn − proj(yn,GT0)

Loop: At iteration � (1 ≤ � ≤ 5), execute the following:
T̃� = T�−1 ∪ {Indices of the M largest magnitude entries in

the vector GT r�−1}
T� = {Indices of the M largest magnitude entries in G†

T̃�
yn}

r� = yn − proj(yn,GT�)
If ||r�||2 > ||r�−1||2, let T� = T�−1 and exit the loop.

Output: T�

4. PROPOSED METHOD

In this section, we present the proposed Subspace Pursuit (SP)-
KRLS-type algorithm tailored to tracking time-varying systems.

In SP-KRLS, the maximum size M of the weight vector α is
fixed and independent from the size of the dictionary. If, at the nth
iteration, the input sample is admitted to the dictionary Dn and the
dictionary size exceeds M , we use KSP to select M elements in or-
der to form the LS regressor. More specifically, we consider the αM
(α > 1) most recent entries in the dictionary Dn = [x̃1, . . . , x̃mn ]
(we assume that the elements of the dictionary are sorted by the time
they were admitted to the dictionary - oldest first), from which we
want to select the M elements that will lead to the best approxima-
tion of the most recent N received target values. In this context, the
KSP gram matrix Gn is obtained by evaluating k(·, x̃i), i = mn −
αM+1, . . . ,mn at the N most recent inputs xn−N+1, . . . ,xn. The
vector yn consists of the most recent N target values, i.e., yn =
[yn−N+1, . . . , yn]

T . It is important to emphasize that KSP need not
be run at every iteration (after the dictionary size had exceeded M ).
Indeed, KSP is only “triggered” when a new element has been added
to the dictionary. We view the admission of a new element in the
dictionary as an indication of a possible change in the input-ouput
relationship being tracked, thus, requiring an update to the M -sized
subset of the dictionary used in the KRLS computations.

For constructing our sparse dictionary, we adopt the surprise cri-
terion introduced in Section 2.2.2. In our algorithm, when the system
receives a new pair {xn, yn}, it is checked against the SC test [6].
We are presented with two possible scenarios:

1. If it does not pass the SC test, the input vector is not added to
the dictionary and the weight vector is updated appropriately
via the KRLS recursions [5].

2. If the input vector is admitted to the dictionary, we are further
presented with two cases:

(a) If the size of the dictionary is less than or equal to
M , the weight vector is updated appropriately via the
KRLS recursions.

(b) If the size of the dictionary is larger than M , we use
KSP (Algorithm 1) to identify the M input vectors that
will be used by the KRLS.

SP-KRLS is summarized in Algorithm 2.

5. SIMULATIONS

In this section, we experimentally test SP-KRLS and compare its
tracking performance to that of the following algorithms: ALD-
KRLS [5], SW-KRLS [7] and FB-KRLS [8]. We also test the perfor-
mance of SP-KRLS in predicting the highly chaotic Mackey-Glass
time series.

5.1. Tracking of a Time-Varying Wiener System

In this experiment, we consider a system composed of a time-varying
linear filter followed by a static non-linearity.

The linear filter varies in time as follows along 3200 iterations:
During the first 1500 iterations, its transfer function is given by:
H1(z) = 1 − 0.37z−1 − 0.48z−2 + 0.81z−3. On iteration 1501,
the filter is abruptly changed to H2(z) = 1−0.83z−1+0.67z−2+
0.72z−3 which remains constant for 1200 iterations. At iteration
2701, the filter starts linearly changing, throughout 500 iterations,
from H2(z) to H3(z) = 1 − 0.5z−1 − 0.25z−2 + 0.4z−3. The
output of the linear filter is then passed through the static non-linear
function f(x) = tanh(x). The resulting signal is finally corrupted
with 20 dB of white Gaussian noise. 400 sample points are used
as a test set (different in each phase of the scenario according to
the linear filter) and a time embedding of 4 is chosen, i.e., xn =
[xn, xn−1, xn−2, xn−3]

T . The input signal is normally distributed
with mean 0 and variance 0.5.

For SP-KRLS, we set the thresholds for learnable data to T1 = 3
and T2 = −3. For SP-KRLS, FB-KRLS and SW-KRLS, we set
M = 200. In addition, for SP-KRLS N = 10. For FB-KRLS, the
step-size parameter is set to μ = 0.01. The regularization parameter
for SP-KRLS and FB-KRLS is set to λ = 0.001. The accuracy
parameter for ALD-KRLS is set to ν = 0.001. For all algorithms, a
Gaussian kernel is used with a width σ = 0.8.

The results, averaged out over 50 Monte-Carlo simulations, are
shown in Figure 1. The performance of ALD-KRLS is the worst as
it is not designed to be a tracking algorithm. SP-KRLS outperforms
both SW-KRLS and FB-KRLS in tracking the system: Following
changes in the linear filter (indicated by the vertical lines in the plot),
the MSE curve of SP-KRLS is the fastest to change, thus capturing
the fastest the change in the system. Moreover, following changes
in the system, the MSE of SP-KRLS converges in each phase to the
smallest value among all three algorithms.
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Fig. 1. Performance of SP-KRLS vs other KRLS algorithms on a
time-varying Wiener system.

Algorithm 2 SP-KRLS

Parameters: T1, T2, M , N , α.
Initialize: k1 = [k11], k

−1
1 = [1/k11], αn = (y1/k11), P1 =

[1], m = 1.
for n = 2, 3, . . . do

Get new sample: (xn, yn)
kn−1 with [kn−1]i = k(xi,xn), i = 1, . . . ,m.
knn = k(xn,xn)
SC Test:
an = K−1

n−1kn−1

δn = knn − kT
n−1an

Sn = 1
2
ln δn +

(yn−kT
n−1αn−1)

2

2δn

if (T1 ≥ Sn ≥ T2) then {Add xn to dictionary}
if m ≤M then {SC-KRLS approach}
Dn = Dn−1 ∪ {xn}, Dy n = Dy n−1 ∪ {yn}
K−1

n = 1
δn

[
δnK

−1
n−1 + ana

T
n −an

−aT
n 1

]
.

Pn =

[
Pn−1 0
0T 1

]

αn =

[
αn−1 − an

δn

(
yn − kT

n−1αn−1

)
1
δn

(
yn − kT

n−1αn−1

)
]

m = m+ 1
else {KSP approach}
Dn = Dn−1 ∪ {xn}, Dy n = Dy n−1 ∪ {yn}
m = m+ 1
Find the set, T�, of indices of the best M elements in Dn

using Algorithm 1.
subDn = {Dn entries with indices given by T�}
subDy n = {Dy n entries with indices given by T�}
Find K−1

n where [Kn]i,j = k(subDn i, subDn j), i, j =
1, . . . ,m
αn = K−1

n subDy n

end if
else {SC-KRLS approach: Case “dictionary unchanged”}
Dn = Dn−1, Dy n = Dy n−1

qn =
Pn−1an

1+aT
nPn−1an

Pn = Pn−1 − qna
T
nPn−1

αn = αn−1 +K−1
n qn

(
yn − kT

n−1αn−1

)
end if

end for
Output: Dt, αn
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Fig. 2. Performance of SP-KRLS vs other KRLS algorithms in pre-
dicting a Mackey-Glass time series.

5.2. Prediction of the Mackey-Glass Time Series

In this experiment, we perform one-step prediction on the highly
chaotic Mackey-Glass time series. The algorithm is trained online
on 800 sample points, and the MSE performance is calculated at
each iteration on a test set of 200 sample points. The Gaussian kernel
used in this experiment has a width σ = 8. For SP-KRLS, we set the
thresholds for learnable data to T1 = 200 and T2 = −4. All other
parameters are the same as in the first experiment. In Figure 2, we
can clearly see that our algorithm outperforms the other algorithm
in predicting the Mackey-Glass time series as the MSE curve for
SP-KRLS converges to a lower steady-state value.

6. CONCLUSION

We presented a new KRLS algorithm that is able to efficiently track
time-varying systems. To overcome the trade-off between the algo-
rithm’s tracking ability and the dictionary size which, in all previ-
ous KRLS algorithms, is equal to the weight vector size, SP-KRLS
decouples the dictionary size from the weight vector size, which is
fixed independently from the dictionary size. We introduced Kernel
Subspace Pursuit by which we are able to choose, at each iteration,
from the most recent 2M dictionary elements, the M elements that
are the most highly correlated with the most recent N received data
samples. Simulations showed that the proposed algorithm outper-
formed other well-known KRLS algorithms in tracking time-varying
systems.

4546



7. REFERENCES

[1] A. Smola and B. Schölkopf, Learning with kernels, MIT Press,
Cambridge, MA, 1 edition, 2002.

[2] T. Hastie, R. Tibshirani, and J. Friedman, The elements of sta-
tistical learning, vol. 1, Springer New York, 2001.

[3] B. Schölkopf, A. Smola, and K. Müller, “Kernel principal com-
ponent analysis,” in Artificial Neural Networks, International
Conference on, pp. 583–588. Springer, 1997.

[4] S. Mika, G. Ratsch, J. Weston, B. Scholkopf, and K. Muller,
“Fisher discriminant analysis with kernels,” in Neural Net-
works for Signal Processing, IEEE Signal Processing Society
Workshop on, 1999, pp. 41–48.

[5] Y. Engel, S. Mannor, and R. Meir, “The kernel recursive least-
squares algorithm,” Signal Processing, IEEE Transactions on,
vol. 52, no. 8, pp. 2275–2285, 2004.

[6] W. Liu, I. Park, and J.C. Prı́ncipe, “An information theoretic
approach of designing sparse kernel adaptive filters,” Neural
Networks, IEEE Transactions on, vol. 20, no. 12, pp. 1950–
1961, 2009.

[7] S. Van Vaerenbergh, J. Via, and I. Santamana, “A sliding-
window kernel rls algorithm and its application to nonlinear
channel identification,” in Acoustics Speech and Signal Pro-
cessing (ICASSP), IEEE International Conference on, may
2006, vol. 5, p. V.

[8] S. Van Vaerenbergh, I. Santamarı́a, W. Liu, and J.C. Prı́ncipe,
“Fixed-budget kernel recursive least-squares,” in Acoustics
Speech and Signal Processing (ICASSP), IEEE International
Conference on, march 2010, pp. 1882–1885.

[9] W. Dai and O. Milenkovic, “Subspace pursuit for compres-
sive sensing signal reconstruction,” Information Theory, IEEE
Transactions on, vol. 55, no. 5, pp. 2230–2249, 2009.

[10] M. Aizerman, E. Braverman, and L. Rozonoer, “Theoretical
foundations of the potential function method in pattern recog-
nition learning,” 1964.

[11] B. Schölkopf, R. Herbrich, and A. Smola, “A generalized rep-
resenter theorem,” in Computational learning theory. Springer,
2001, pp. 416–426.

[12] D. Needell and J. Tropp, “Cosamp: iterative signal recovery
from incomplete and inaccurate samples,” Communications of
the ACM, vol. 53, no. 12, pp. 93–100, 2010.

[13] P. Vincent and Y. Bengio, “Kernel matching pursuit,” J. Ma-
chine Learning, vol. 48, no. 1-3, pp. 165–187, 2002.

[14] V. Guigue, A. Rakotomamonjy, and S. Canu, “Kernel basis
pursuit,” in Machine Learning, European Conference on. Oc-
tober 2005, pp. 146–157, Springer.

4547



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles false
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.4
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /LeaveColorUnchanged
  /DoThumbnails false
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize false
  /OPM 0
  /ParseDSCComments false
  /ParseDSCCommentsForDocInfo false
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo false
  /PreserveFlatness true
  /PreserveHalftoneInfo true
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts false
  /TransferFunctionInfo /Remove
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
    /Arial-Black
    /Arial-BoldItalicMT
    /Arial-BoldMT
    /Arial-ItalicMT
    /ArialMT
    /ArialNarrow
    /ArialNarrow-Bold
    /ArialNarrow-BoldItalic
    /ArialNarrow-Italic
    /ArialUnicodeMS
    /BookAntiqua
    /BookAntiqua-Bold
    /BookAntiqua-BoldItalic
    /BookAntiqua-Italic
    /BookmanOldStyle
    /BookmanOldStyle-Bold
    /BookmanOldStyle-BoldItalic
    /BookmanOldStyle-Italic
    /BookshelfSymbolSeven
    /Century
    /CenturyGothic
    /CenturyGothic-Bold
    /CenturyGothic-BoldItalic
    /CenturyGothic-Italic
    /CenturySchoolbook
    /CenturySchoolbook-Bold
    /CenturySchoolbook-BoldItalic
    /CenturySchoolbook-Italic
    /ComicSansMS
    /ComicSansMS-Bold
    /CourierNewPS-BoldItalicMT
    /CourierNewPS-BoldMT
    /CourierNewPS-ItalicMT
    /CourierNewPSMT
    /EstrangeloEdessa
    /FranklinGothic-Medium
    /FranklinGothic-MediumItalic
    /Garamond
    /Garamond-Bold
    /Garamond-Italic
    /Gautami
    /Georgia
    /Georgia-Bold
    /Georgia-BoldItalic
    /Georgia-Italic
    /Haettenschweiler
    /Impact
    /Kartika
    /Latha
    /LetterGothicMT
    /LetterGothicMT-Bold
    /LetterGothicMT-BoldOblique
    /LetterGothicMT-Oblique
    /LucidaConsole
    /LucidaSans
    /LucidaSans-Demi
    /LucidaSans-DemiItalic
    /LucidaSans-Italic
    /LucidaSansUnicode
    /Mangal-Regular
    /MicrosoftSansSerif
    /MonotypeCorsiva
    /MSReferenceSansSerif
    /MSReferenceSpecialty
    /MVBoli
    /PalatinoLinotype-Bold
    /PalatinoLinotype-BoldItalic
    /PalatinoLinotype-Italic
    /PalatinoLinotype-Roman
    /Raavi
    /Shruti
    /Sylfaen
    /SymbolMT
    /Tahoma
    /Tahoma-Bold
    /TimesNewRomanMT-ExtraBold
    /TimesNewRomanPS-BoldItalicMT
    /TimesNewRomanPS-BoldMT
    /TimesNewRomanPS-ItalicMT
    /TimesNewRomanPSMT
    /Trebuchet-BoldItalic
    /TrebuchetMS
    /TrebuchetMS-Bold
    /TrebuchetMS-Italic
    /Tunga-Regular
    /Verdana
    /Verdana-Bold
    /Verdana-BoldItalic
    /Verdana-Italic
    /Vrinda
    /Webdings
    /Wingdings2
    /Wingdings3
    /Wingdings-Regular
    /ZWAdobeF
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 200
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 300
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages false
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /ColorImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 200
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 300
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages false
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /GrayImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 400
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /CreateJDFFile false
  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e55464e1a65876863768467e5770b548c62535370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc666e901a554652d965874ef6768467e5770b548c52175370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000650067006e006500720020007300690067002000740069006c00200064006500740061006c006a006500720065007400200073006b00e60072006d007600690073006e0069006e00670020006f00670020007500640073006b007200690076006e0069006e006700200061006600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200075006d002000650069006e00650020007a0075007600650072006c00e40073007300690067006500200041006e007a006500690067006500200075006e00640020004100750073006700610062006500200076006f006e00200047006500730063006800e40066007400730064006f006b0075006d0065006e00740065006e0020007a0075002000650072007a00690065006c0065006e002e00200044006900650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000520065006100640065007200200035002e003000200075006e00640020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000640065002000410064006f00620065002000500044004600200061006400650063007500610064006f007300200070006100720061002000760069007300750061006c0069007a00610063006900f3006e0020006500200069006d0070007200650073006900f3006e00200064006500200063006f006e006600690061006e007a006100200064006500200064006f00630075006d0065006e0074006f007300200063006f006d00650072006300690061006c00650073002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f006200650020005000440046002000700072006f00660065007300730069006f006e006e0065006c007300200066006900610062006c0065007300200070006f007500720020006c0061002000760069007300750061006c00690073006100740069006f006e0020006500740020006c00270069006d007000720065007300730069006f006e002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA (Utilizzare queste impostazioni per creare documenti Adobe PDF adatti per visualizzare e stampare documenti aziendali in modo affidabile. I documenti PDF creati possono essere aperti con Acrobat e Adobe Reader 5.0 e versioni successive.)
    /JPN <FEFF30d330b830cd30b9658766f8306e8868793a304a3088307353705237306b90693057305f002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a3067306f30d530a930f330c8306e57cb30818fbc307f3092884c3044307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020be44c988b2c8c2a40020bb38c11cb97c0020c548c815c801c73cb85c0020bcf4ace00020c778c1c4d558b2940020b3700020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken waarmee zakelijke documenten betrouwbaar kunnen worden weergegeven en afgedrukt. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d002000650072002000650067006e0065007400200066006f00720020007000e5006c006900740065006c006900670020007600690073006e0069006e00670020006f00670020007500740073006b007200690066007400200061007600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f00620065002000500044004600200061006400650071007500610064006f00730020007000610072006100200061002000760069007300750061006c0069007a006100e700e3006f002000650020006100200069006d0070007200650073007300e3006f00200063006f006e0066006900e1007600650069007300200064006500200064006f00630075006d0065006e0074006f007300200063006f006d0065007200630069006100690073002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f0074002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002c0020006a006f0074006b006100200073006f0070006900760061007400200079007200690074007900730061007300690061006b00690072006a006f006a0065006e0020006c0075006f00740065007400740061007600610061006e0020006e00e400790074007400e4006d0069007300650065006e0020006a0061002000740075006c006f007300740061006d0069007300650065006e002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d00200070006100730073006100720020006600f60072002000740069006c006c006600f60072006c00690074006c006900670020007600690073006e0069006e00670020006f006300680020007500740073006b007200690066007400650072002000610076002000610066006600e4007200730064006f006b0075006d0065006e0074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create PDFs that match the "Required"  settings for PDF Specification 4.01)
  >>
>> setdistillerparams
<<
  /HWResolution [600 600]
  /PageSize [612.000 792.000]
>> setpagedevice


